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Executive Summary

Advanced DNA sequencing technologies are coupled with the computational challenges to deliver
the most relevant biological interpretation of the data collected during the GRACE project. A
considerable number of computational tools have been developed to make the most out of the
multi-layer omics data sets in microbiology. In order to maximize output from microbial ‘omics’ data
sets obtained during GRACE project the integrative knowledge discovery from multiple omics
sources is applied. This analysis is based on the integration of high-throughput sequencing
datasets (amplicon based and shotgun metagenomes) obtained during GRACE project and
relevant public domain data. To analyse and integrate these large 'omics' data sets novel
bioinformatics approaches including metagenomic binning for recovery of population genomes of
oil-degrading microbial taxa and machine learning methods are applied. Obtained 'omics’ data sets
are compared to those found previously in the marine hydrocarbon plumes in order to look for
similarities and differences in microbial community composition and metabolic processes in oil-
contaminated seawater and sediments due to environmental constraints, remediation strategies
and ecosystem type. Finally, based on performed data analysis results the metagenomic prediction
platform for inferring oil biodegradation activity under different oil pollution scenarios in Arctic
marine environment will be established.



1. Introduction to omics data integration

The term data integration refers to the situation where, for a given system, multiple sources (and
possible types) of data are available and we want to study them integratively to improve knowledge
discovery. In order to draw a more comprehensive view of biogeochemical processes performed
by marine microbial communities with regard to oil pollution, experimental data made on different
layers have to be integrated and analyzed. We define omics data integration as the use of multiple
sources of information derived from different omics technologies to provide a better understanding
of marine microbial community taxonomic and functional structure and its association with oil
exposure and oil biodegradation activity. The integration of heterogeneous and large omics data
sets creates not only a conceptual challenge but a practical hurdle in the regular analysis of omics
data. Integrating several data types — marker gene sequencing and shotgun metagenomics data
(and if available metatranscriptomics, metaproteomics, metabolomics data) — for a given study is
crucial for a comprehensive understanding of the composition and function of marine microbial
communities. In the case of the microbiological omics data sets, there is still no unified definition of
omics data integration, nor taxonomy for data-integration methodologies despite some recent
efforts on this topic?. The complexity of marine microbial communities, the technological limits, a
large number of biological variables (ie microbial taxa, genes, metabolic pathways) and the
relatively low number of biological samples make integrative analyses a challenging issue.

2. Resources for omics data integration

2.1. Data source discovery

Data source discovery is defined as the identification of relevant data sources. In the case of
GRACE project, the following omics data are produced — amplicon based sequencing of all
samples from lab and field scale experiments, and shotgun DNA sequencing of the subset of these
samples. Publicly available data resources consist of 16S rDNA and metagenome data sets
deposited to ENA (European Nucleotide Archive) and GenBank, as well as data sets deposited to
MG-RAST (Metagenomic Analysis Server) and IMG/M (Integrated Microbial Genomes system).

2.2. Analysis methods for omics data integration
2.2.1. Data integration of similar and heterogeneous omics data types

The use of specific 16S rRNA gene amplicons as compared to shotgun metagenomics to assess
the microbial community structure helps the economy of analysis both in getting better coverage
for given sequencing depth and by reduced computational complexity. For many possible 16S
rRNA gene amplicon regions there are databases assisting taxonomic and phylogenic
classifications of sequences and OTUs produced. However, pooling and analysis of 16S rRNA
gene amplicon data sets is a challenge when different 16S rRNA gene regions are amplified in
different studies. Among possible data analysis approaches (OTU) clustering independent
microbial community analysis could be utilized

By comparison (to 16S rRNA gene amplicon based strategies) in shotgun metagenomic analyses,
all DNA in a sample is sequenced and analysed, which while being a more comprehensive
approach means that the same sequencing depth yields far lower coverage in such studies.
Metagenomes obtained in different studies can be jointly analysed more easily than 16S rRNA
gene amplicon based data sets. Another method for analysing metagenome sequencing reads is
to assemble the short reads into longer sequences (contigs). These contigs can be further sorted
or binned by similarity to assemble partial to full genomes of microorganisms. This allows data
exploration beyond taxa and gene annotation, enabling the prediction of multi-gene biosynthetic
pathways or even metabolic reconstructions. To assemble partial to full genomes of individual
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microorganisms, contigs are sorted (binned) into separate putative genomes with tools such as
MaxBin2® and CONCOCT". The data processing can be performed employing integrated workflow
tools, such as Anvi'o® and ATLAS®, to automate different analysis tasks.

Data integration of heterogeneous omics data types (ie 16S rRNA gene amplicons and
metagenomes) is currently an active field of research where biostatisticians are constantly
proposing hybrid approaches to improve data utilization and scientific discovery.

2.2.2. Software for integrated omics data analysis
2.2.2.1. Web-based solutions and resources

MG-RAST’ pipeline allows analyzing large shotgun metagenomic data sets as well as amplicon
based data sets. In addition, the system maintains a large set of public metagenomes that could be
integrated into the analysis. Another similar system, MGnify® (former name EBI metagenomics
http://www.ebi.ac.uk/metagenomics) provides a free to use platform for the analysis and archiving
of sequence data. Marine Metagenomics Portal contains the marine databases; MarRef, MarDB
and MarCat as well as a pipeline for annotation and analysis of marine metagenomics samples,
which provides insight into phylogenetic diversity, metabolic and functional potential of
environmental communities®. MarRef is a database for completely sequenced marine prokaryotic
genomes, which represent a marine prokaryote reference genome database. MarDB includes all
incomplete sequenced prokaryotic genomes regardless level of completeness. The MarCat
database represents a gene (protein) catalog of uncultivable (and cultivable) marine genes and
proteins derived from marine metagenomics samples.

2.2.2.2. Stand-alone software for integrated omics data analysis

Multivariate exploratory data analysis methods. mixOmics, an R package dedicated to the
multivariate analysis of biological data sets with a specific focus on data exploration, dimension
reduction and visualisation. By adopting a systems biology approach, the toolkit provides a wide
range of methods that statistically integrate several data sets at once to probe relationships
between heterogeneous ‘omics’ data sets™.

Machine learning, a collection of data-analytical techniques aimed at building predictive models
from multi-dimensional datasets, is becoming integral to modern biological research. This method
has been used for predictions of metabolic functions in complex microbial communities'*. The
utilization of more sophisticated machine-learning method (deep learning - a neural network that
includes multiple hidden layers) is that training a deep neural network requires massive datasets of
size often not be attainable in many biological studies.



3. Omics data integration approach in the GRACE project

In order to maximize output from ‘omics’ data sets obtained during GRACE project the integrative
knowledge discovery from multiple omics sources is applied. To analyse and integrate these large
‘omics' data sets novel bioinformatics approaches including metagenomic binning for recovery of
population genomes of oil-degrading microbial taxa are used. Obtained 'omics’ data sets are
compared to those found previously in the marine hydrocarbon plumes in order to look for
similarities and differences in microbial community composition and metabolic processes in oil-
contaminated seawater and sediments due to environmental constraints, remediation strategies
and ecosystem type. Finally, based on performed data analysis results the metagenomic prediction
platform for inferring oil biodegradation activity under different oil pollution scenarios will be
established.

The analysis is based on the integration of high-throughput sequencing datasets (amplicon based
and shotgun metagenomes) obtained during GRACE project and relevant public domain data.
During data analysis following sub-tasks will be performed:

1. First, the sample sequencing coverage will be estimated for GRACE and public domain data
sets. As an example, sequencing coverage estimates are shown for amplicon based and shotgun
metagenome data sets obtained during WP2 lab-scale experiments (Fig. 1). Then these data sets
are taxonomically and functionally annotated, and metabolic pathways related to oil biodegradation
are described. The obtained sequencing data sets are analyzed by read-based profiling using
state-of-the-art tools, such as Kaiju'®, MEGAN', and FOAM™, or by assembly-based analyses,
with tools such as metaSPAdes'®, MEGAHIT*" and MEGAN-LR*.
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Figure 1. Sequencing coverage estimation for samples obtained during oil in ice/seawater
mesocosm experiments. A. Bacterial community richness estimation using INEXT software
(http://chao.stat.nthu.edu.tw/wordpress/software_download/inext-online/).  Estimated coverage
values are in the range 0.97 - 0.99. B. Meganome sequencing coverage estimation using
Nonpareil software™. Estimated coverage values are in the range 0.45 - 0.51. Sample code
abbreviations: Plot A — samples from 8 month long mesocosm experiment: N26, N27, N28 —
seawater control; N29, N30 — seawater with oil; N31, N32 - seawater with oil with NPK
amendment; Plot B: SWR1-1 and SWR1-2 — collected seawater, SIR1 and SIR2 sea-ice control in
mesocosms, SIOR1-1 and SIOR1-2 — sea-ice with oil in mesocosms.

2. Recovery of individual genomes (metagenome assembled genomes - MAGs) from obtained
metagenomics datasets using binning of assembled contigs to species-level groups both from
single metagenomes and related multiple metagenomes from GRACE project experiments. This
approach enables to better understand the role of uncultivated microbial species in oil
biodegradation in Arctic marine environment.

3. Information about microbial community taxonomic composition and metabolic markers together
with abiotic factors will be related to oil biodegradation kinetic parameters and oil remediation
strategies using different modelling approaches (structural equation modelling, network analysis,
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random forest analysis). The general approach for omics data integration in the GRACE project is
outlined in Figure 2.
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Figure 2. Overview of the omics data integration approach in the GRACE project.
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